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Резюме 
В статье рассматривается трансформация роли современных библиотек в условиях «цифровой неопределенности» и 

стремительного развития технологий искусственного интеллекта. Авторы выполнили ретроспективный обзор эволюции 

нейросетевых архитектур – от первых вероятностных моделей перцептрона Фрэнка Розенблатта и рекуррентных сетей, 
решивших проблему долгосрочной памяти, до современных трансформеров и больших языковых моделей, обосновав 

неизбежность текущего технологического перехода. В работе систематизированы передовые инструменты генеративно-
го искусственного интеллекта, включая диффузионные модели визуализации (Stable Diffusion), технологии распознава-
ния речи и понимания структуры документов с детальной оценкой перспектив их внедрения в процессы сохранения 

научного наследия. Особый акцент сделан на риски «информационного шума», галлюцинации нейронных сетей и раз-
мывание понятия авторства, что актуализирует новую роль библиотеки как гаранта верифицированного знания в соот-
ветствии с принципами Международной федерации библиотечных ассоциаций. Практическая значимость исследования 

заключается в техническом описании опыта Центральной научной библиотеки Федерального исследовательского центра 

Иркутского института химии им. А.Е. Фаворского Сибирского отделения Российской академии наук по разработке ло-
кальной интеллектуальной поисковой системы для эффективного поиска и анализа содержания научной литературы. 
Представлена архитектура на основе методологии Retrieval Augmented Generation и локальных языковых моделей, кото-
рая обеспечивает семантический поиск по оцифрованным профильным (в том числе химическим) фондам, суверенитет 

данных и верифицируемость ответов со ссылками на первоисточники. 
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Abstract 
This comprehensive study presents a fundamental analysis of the transformation of the functional role of modern scientific libraries 

in the context of global «digital uncertainty» and the exponential development of generative artificial intelligence technologies. The 



ORIGINAL PAPER 
 

 

Modern technologies. System analysis. Modeling 2025. No. 3 (87). pp. 94–104 

ISSN 1813-9108 95
  

authors conduct a deep retrospective review of the evolution of neural network architectures – from Frank Rosenblatt’s first probabil-

istic perceptron models and recurrent networks that solved the problem of long-term memory, to modern Transformers and Large 

Language Models, justifying the inevitability of the current technological transition. The study systematizes advanced generative AI 

tools, including diffusion visualization models (Stable Diffusion), speech recognition technologies, and document structure under-

standing, with a detailed assessment of the prospects for their implementation in cultural heritage preservation processes. Special 

emphasis is placed on the risks of «information noise», neural network hallucinations, and the blurring of the concept of authorship, 

which updates the library’s new mission as a guarantor of verified knowledge in accordance with the International Federation of 

Library Associations principles. The practical significance of the research lies in the detailed technical description of the experience 

of the Central Scientific Library of the Irkutsk Institute of Chemistry named after A.E. Favorskii of the Siberian Branch of the Rus-

sian Academy of Sciences in developing an autonomous intelligent search system. The architecture of the solution based on the Re-

trieval Augmented Generation methodology, local large language models, and efficient fine-tuning methods is presented, ensuring 

deep semantic search across chemical collections while maintaining full data sovereignty and answer verifiability. 
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Введение 

Современный этап развития информаци-
онного общества характеризуется экспоненци-
альным ростом объемов данных и, как след-
ствие, снижением их достоверности. Наряду с 
целенаправленной деятельностью по формиро-
ванию цензурных ограничений и дезинформа-
ции (создаваемой по различным причинам) мы 
наблюдаем лавинообразный рост объемов дан-
ных, сгенерированных искусственными 
нейронными сетями, способными создавать 
текст и практически неотличимые от человече-
ских изображения и видео. Мы вступили в эпо-
ху «цифровой неопределенности», где границы 
между верифицированным научным знанием и 
контентом, сгенерированным автоматическими 
алгоритмами, становятся все более размытыми. 
В этом контексте библиотеки перестают быть 
пассивным хранилищем физических носителей 
информации. Они трансформируются в актив-
ный субъект цифровой среды, выполняющий 
функцию «якоря» достоверности – опоры про-
веренной информации в нарастающем потоке 
информационного шума. 

Фундаментальная проблема, стоящая пе-
ред библиотеками, выходит за рамки простой 
автоматизации каталогов. Речь идет об обеспе-

чении сохранности и доступности научного 
наследия выдающихся ученых с использованием 
новых технологий искусственного интеллекта 
(ИИ) с учетом возможностей, ограничений и 
рисков их применения в библиотечной сфере. 

Целью данной работы является анализ 
возможностей, ограничений и рисков практиче-
ского применения генеративного ИИ в библио-
теках, а также описание проекта создания ин-
теллектуальной поисковой системы в Цен-
тральной научной библиотеке (ЦНБ) Феде-
рального исследовательского центра Иркутско-
го института химии им. А.Е. Фаворского 
(ИрИХ) СО РАН. 

Для достижения поставленной цели в ра-
боте решаются следующие задачи: 

– рассмотреть развитие ИИ-технологий 
от узкоспециализированных систем к мульти-
модальным моделям; 

– систематизировать основные классы 
ИИ-инструментов, применимых в библиотеч-
ной сфере; 

– обосновать новую роль библиотеки как 
«опоры проверенной достоверной информации»; 

– разработать архитектуру интеллекту-
альной поисковой системы и нейросетевой мо-
дели на основе Retrieval Augmented Generation 
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(RAG), обеспечивающей суверенитет данных и 
высокую релевантность поиска для сохранения 
научного наследия. 

Структура работы включает обзор эво-
люции развития нейросетей, классификацию 
генеративных технологий (визуализация, ма-
шинное зрение, звук, код, текст), анализ про-
блемы достоверности информации и описание 
практического применения ИИ в научно-

технической библиотеке. 
 

Эволюция нейросетей 

Понимание потенциала ИИ невозможно 
без анализа его истории и технологической 
эволюции. Путь от простейших математиче-
ских абстракций до систем, способных прохо-
дить тест Тьюринга, занял более полувека и 
выдержал несколько смен парадигм. 

Ранние нейронные сети (1940–1980 гг.). 
Эпоха ИИ началась с попыток математически 
формализовать работу биологического нейро-
на. Ключевой вехой стала работа 
Ф. Розенблатта, который в 1958 г. представил 
концепцию перцептрона – вероятностной мо-
дели для хранения и организации информации 
в мозге [1]. Перцептрон – простейшая одно-
слойная сеть, способная обучаться бинарной 
классификации (вывод «да/нет») путем коррек-
ции весовых коэффициентов. Но эти модели 
оказались непригодны для сложной работы с 
текстом и контекстом. 

Рекуррентные сети (1980–1990 гг.). Для 
обработки естественного языка (NLP), который 
по своей сути является временно́й последова-
тельностью, требовалась архитектура, обладаю-
щая «памятью». Это привело к появлению ре-
куррентных нейронных сетей (RNN), где выход 
нейрона подавался обратно на его вход. Однако 
классические RNN страдали от проблемы «зату-
хающего градиента»: при обучении на длинных 
текстах сеть «забывала» начало предложения к 
моменту его полного прочтения [2]. Решением 
стала архитектура Long Short-Term Memory 

(LSTM), предложенная З. Хохрайтером и 
Ю. Шмидхубером в 1997 г. [3]. LSTM внедрила 
механизм «вентилей» (gates) – входного, выход-
ного и вентиля забывания, которые позволяли 
сети целенаправленно сохранять важную ин-
формацию на длительные промежутки времени 
и сбрасывать ненужную. Это стало фундамен-
том для машинного перевода и распознавания 
речи на следующие два десятилетия. 

Трансформеры (2017). Настоящий про-
рыв произошел с появлением доступных вы-
числительных мощностей GPU и больших дан-
ных. В 2015 г. Я. Лекун, Й. Бенджио и Дж. 
Хинтон опубликовали в журнале «Nature» ма-
нифест «Deep Learning», закрепивший домини-
рование глубоких многослойных архитектур 
[4]. Однако революцией в обработке текстов 
стала статья 2017 г. «Attention Is All You Need» 
(А. Васвани и др.) [5], представившая архитек-
туру Трансформера (Transformer). Трансформе-
ры отказались от рекуррентности в пользу ме-
ханизма «внимания» (Self-Attention) [6]. Это 
позволило обрабатывать все слова в предложе-
нии параллельно, а не последовательно, а также 
учитывать глобальный контекст (модель пони-
мает связь между словами, даже если они нахо-
дятся в разных концах текста). 

Большие языковые модели (2020). Мас-
штабирование трансформеров (увеличение ко-
личества параметров и слоев) привело к появ-
лению Больших языковых моделей (LLM), та-
ких как GPT-3, LLaMA. Как отмечает 
М.М. Тихомиров, увеличение количества пара-
метров (до сотен миллиардов) привело к появ-
лению эмерджентных свойств: Few-shot 

learning (обучение на малых примерах) и In-

context learning (обучение в контексте) [7]. Од-
нако такие модели были склонны к «галлюци-
нациям» – генерации правдоподобного, но 
ложного текста. Это происходило из-за того, 
что модель оптимизирована на вероятностное 
продолжение текста, а не на проверку фактов. 
Для библиотек это создает существенный риск: 
система может выдумать несуществующую 
книгу, источник или приписать ученому откры-
тие, которого он не совершал. 

Мультимодальные модели с рассуждени-
ем (настоящее время). Современный этап 
(2022–2025 гг.) характеризуется переходом к 
моделям, способным к «рассуждению» (Reason-

ing). Метод Chain-of-Thought (цепочка мыслей) 

(Дж. Вэй и др.) [8] позволяет моделям не про-
сто предсказывать следующее слово, а выстра-
ивать пошаговую логическую цепочку решения 
задачи. Это критически важно для анализа 
научной литературы, где выводы требуют де-
дукции, а не простого поиска совпадений. Та-
кие модели (например, уровня GPT-4 или 
Claude) способны к кросс-доменному анализу, 
связывая текст, изображения и формулы в еди-
ное смысловое поле (мультимодальность), од-
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нако они требуют решения серьезных этиче-
ских и технических вызовов, связанных с от-
ветственностью и безопасностью генерируе-
мых данных. 
 
Инструментарий искусственного интеллекта 

для современной библиотеки 

Генеративные технологии визуализации. 
Диффузионные модели (Stable Diffusion, 
Midjourney и др.) позволяют библиотекам визуа-
лизировать архивные и другие данные. Фунда-
ментальной работой здесь является исследова-
ние Р. Ромбаха и др. (2022) «High-Resolution Im-

age Synthesis with Latent Diffusion Models» [9], 
которое легло в основу Stable Diffusion. Авторы 
предложили проводить процесс диффузии (вос-
становления изображения из шума) не в пик-
сельном пространстве, а в сжатом латентном 
пространстве, что радикально снизило требова-
ния к вычислительным ресурсам. 

Для библиотек особенно важна точность 
реконструкции изображений, архивных фото 
и др. Для этого применяется технология 

ControlNet (Л. Жанг и др.) (2023) [10]. 
ControlNet решает проблему хаотичности гене-
рации, «замораживая» веса основной модели и 
добавляя обучаемую копию слоев для управле-
ния структурой. Это позволяет интегрировать 
пространственные управляющие элементы: 

1. MLSD (Mobile Line Segment Detection). 

Идеален для распознавания линий и архитек-
турных форм. В библиотеке может применять-
ся для создания моделей библиотечных про-
странств («библиотеки будущего») и т.д. 

2. Depth, Canny и др. Используются для 
точного сохранения композиции при обработке 
изображений. Также их можно применять для 
«маскирования» частей изображения, напри-
мер, когда нужно передать строго определен-
ную форму, не трогая все остальное. 

Не менее важна технология LoRA (Low-

Rank Adaptation) (Э.Дж. Хью и др.) (2021) [11]. 
Она позволяет адаптировать (дообучать) 
огромные модели под специфические задачи, 
используя «дополнительные» слои. Изменение 
«весов» LoRA влияет на силу ее воздействия на 

 
Рис. 1. Реставрация архивных фотографий ученого при оформлении выставок 

Fig. 1. Restoration of archival photo of the scientist for exhibition design 
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основную модель. Пример использования 
LoRA на стиле газетных вырезок («newspaper 
collage style») позволяет генерировать изобра-
жения, стилизованные под прессу прошлых 
веков, что актуально для оформления выставок 
или цифровых проектов библиотеки. 

Практическое применение в библиотеках: 
1. Восстановление фото. Использование 

инструментов типа Remini (app.remini.ai) для 
улучшения качества старых снимков ученых 
или событий (рис. 1). 

2. 3D-визуализация. Применение инстру-
ментов на подобии TripoSG или Krea.ai для со-
здания трехмерных моделей на основе отскани-
рованных изображений из книг и статей. 

3. Генерация иллюстраций. Создание 
схем, фонов и визуальных материалов для вы-
ставок или презентаций. 

Генерация видеоконтента. Переход от 
статических изображений к динамическим по-
следовательностям (видео) в современных мо-
делях сопровождается решением проблемы 
темпоральной согласованности (консистент-
ности) кадров. Современные модели (Sora, 
Runway, Pika, Luma, Kling, Veo, Wan) способ-
ны не только генерировать качественное ви-
део, но и синхронизировать движение губ с 
речью (lipsync). 

В контексте библиотеки это позволяет: 
– создавать «ожившие» портреты истори-

ческих деятелей и ученых, например для обра-
зовательных целей; 

– формировать виртуальные туры по ар-
хивам и фондам; 

– визуализировать сложные исследователь-
ские процессы, описанные в научной литературе. 

Машинное зрение. Модели компьютерно-
го зрения (CV) или визуальные модели (ViT, 

Florence, YOLO) интегрируют текст и изобра-
жение. Это открывает путь к автоматической 
каталогизации книг по отсканированным кар-
точкам или фото обложек, OCR (распознавание 
текста) для рукописных архивных документов, 
а в перспективе – для распознавания химиче-
ских структурных формул и схем реакций 
непосредственно со страниц старых изданий. 

Генерация звука и речи. Современные си-
стемы «текст-в-речь» (Text-to-Speech, TTS) 

(ElevenLabs, Whisper, AudioLM) достигли 
уровня синтеза естественной речи с сохранени-
ем интонаций. Для работы с аудиоархивами 
(лекции, устные повествования) стандартом 

стала модель Whisper от OpenAI (А. Рэдфорд и 
др.) (2022) [12]. Однако, несмотря на суще-
ствующие сложности с синтезом речи на рус-
ском языке, для некоторых моделей прогресс 
очевиден. Это открывает путь к автоматиче-
скому созданию аудиокниг и аудиогидов по 
документам из фондов библиотеки, делая фон-
ды доступными, например для слабовидящих. 

Генерация кода и программные агенты. 
Инструменты вроде MS Copilot, Claude Code, 
Gemini, DeepSeek Coder позволяют сотрудни-
кам библиотеки, даже не обладая глубокими 
навыками программирования, создавать про-
граммные сервисы для решения широкого круга 
задач: от скриптов автоматизации до веб-

интерфейсов поисковых систем. 
Языковые модели – генерация текста. 

Ключевой ИИ-технологией для научных биб-
лиотек является создание интеллектуальных 
систем, понимающих смысл текста, а не про-
сто наличие ключевых слов. Для этого исполь-
зуются технологии векторных представлений и 
трансформеров. Как указывалось ранее, транс-
формеры полагаются на механизм внимания, 
чтобы понимать контекст, они оценивают, 
насколько важны отдельные слова в последова-
тельности по отношению друг к другу. 

Для поиска используются векторные 
представления (эмбеддинги) – многомерные 
списки чисел, описывающих параметры моде-
ли. Векторное представление запроса сравнива-
ется с векторами в базе данных (БД) для 
нахождения ближайших соседей (ближайших 
по смыслу понятий). Этот принцип позволяет 
находить документы, близкие по смыслу, даже 
если в них не используются идентичные слова. 
Обычно для этого применяется косинусное 
сходство или евклидово расстояние (1): 

( ) ( )22

11
... nnpq qpqpd −++−= ,      (1) 

где dpq – эвклидово расстояние между двумя 
векторами (понятиями); pi (i ϵ 1 … n) – вектор 
первого условного понятия (слова, токена) сре-
ди множества i-понятий; qi – вектор второго 
условного понятия (слова, токена). 

Эволюция «мышления» моделей: от тек-
стовых шаблонов к рассуждению. С 2023–
2024 гг. мы наблюдаем переход к мультимодаль-
ным моделям с элементами рассуждения (GPT-

4.5, Claude 3.5, Ernie-X1). Эти системы способны 
к кросс-доменному обучению. Они одновременно 
обрабатывают текст, изображения, видео и про-
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граммный код, находя общие смыслы в разных 
модальностях. Технология рассуждения 
(Reasoning) позволяет модели не просто выдавать 
ответ, а выстраивать логическую цепочку: 

– Chain-of-Thought (цепочка мыслей) – 

пошаговое рассуждение, имитирующее челове-
ческую логику; 

– Tree-of-Thought (дерево мыслей) – ана-
лиз нескольких возможных вариантов решения 
задачи перед формулированием ответа; 

– верификация – способность к самопро-
верке и коррекции собственных выводов («что, 
если моя посылка неверна?»). 

Такие модели способны к абстрактному 
мышлению и пониманию нюансов, что делает 
их идеальными помощниками для сложного 
информационного поиска в научных библиоте-
ках. Они могут проанализировать изображение, 
график, схему, химическую формулу в книге 
или научной статье, сопоставить их с текстом и 
сделать вывод, недоступный простым тексто-
вым анализаторам. 
 
Проблема «информационного шума» 
и роль библиотек 

Внедрение ИИ приносит не только новые 
возможности, но и системные риски, связанные 
с качеством информационной среды. Нараста-
ние объема контента, сгенерированного алго-
ритмами ИИ, создает «информационный шум». 
Этот процесс имеет несколько опасных харак-
теристик. 

1. Галлюцинации и искажение фактов: 
нейросети, будучи вероятностными моделями, 
могут генерировать тексты, которые выглядят 
научно и убедительно, но содержат грубые 
фактические ошибки. В библиотечном контек-
сте это особенно опасно, так как искажается 
научное знание. 

2. Рекурсивное загрязнение данных. Од-
ной из самых серьезных угроз является обуче-
ние новых моделей ИИ на данных, сгенериро-
ванных предыдущими версиями ИИ. Это приво-
дит к эффекту деградации моделей. Если ИИ 
учится на «синтетике», теряется вариативность, 
накапливаются ошибки, исчезают редкие и уни-
кальные знания. Возникает замкнутый круг про-
изводства информационного мусора. 

3. Уязвимость к «фейкам». Возможность 
генерации поддельных документов, несуще-
ствующих цитат и даже целых лженаучных 
статей подрывает доверие к печатному делу. 

В работах А.И. Земскова эта проблема 
рассматривается через призму этики научных 
публикаций [13]. Он отмечает, что ChatGPT 
создает материалы, «юридически близкие к эн-
циклопедическим статьям», но не имеющие 
автора, что размывает ответственность за их 
достоверность. А.И. Земсков указывает на рис-
ки нарушения издательской этики и на необхо-
димость предупреждения пользователей о при-
роде контента. 

Массовое распространение ИИ-

ассистентов несет в себе и образовательные 
риски. Чрезмерная надежда на ИИ-помощников 
может привести к «упрощению мышления» 
подрастающего поколения. Если студент полу-
чает готовый ответ от чат-бота, он теряет навык 
самостоятельного поиска, сопоставления ис-
точников и критического анализа. Возникает 
риск потери навыков самостоятельного иссле-
дования – фундаментального элемента научно-
го познания. 

«Цифровая неопределенность» – это со-
стояние среды, в которой пользователь не мо-
жет априори доверять ни тексту, ни изображе-
нию, ни видео на экране своего устройства. 

В эпоху цифровой неопределенности 
библиотека обретает новую роль: она становит-
ся опорой проверенной достоверной информа-
ции. Согласно заявлению Международной фе-
дерации библиотечных ассоциаций (IFLA) о 
библиотеках и искусственном интеллекте 
(2020) [14], эта роль реализуется через несколь-
ко механизмов. 

1. Хранение эталона. Физические фонды 
библиотек и их верифицированные цифровые 
копии становятся «золотым стандартом». В от-
личие от интернета, где текст может быть неза-
метно отредактирован, печатная книга в храни-
лище остается неизменной. Она служит точкой 
отсчета для проверки любой информации. 

2. Экспертная верификация. Специали-
сты библиотек, имеющие доступ непосред-
ственно к бумажным первоисточникам, вы-
ступают в роли квалифицированных экспер-
тов-библиографов, способных отличить гал-
люцинацию нейросети от фактов. 

3. Книга как инвестиция в истину. В мире 
информационного шума доступ к чистым, про-
веренным данным становится экономической 
ценностью. Фраза «кто владеет информацией – 

владеет миром» может быть дополнена: «кто 
владеет достоверной информацией…». 
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Я.Л. Шрайберг в своем докладе неодно-
кратно подчеркивал, что библиотека должна 
стать активным участником цифрового рынка, 
но не как генератор шума, а как провайдер каче-
ственного знания [15]. В условиях, когда «пове-
денческие модели библиотек» меняются, именно 
функция гаранта качества становится конку-
рентным преимуществом. 
 
Проект интеллектуальной поисковой 

системы и его архитектура 

Для решения описанных проблем в ЦНБ 

ИрИХ СО РАН инициирована научно-

исследовательская работа по созданию интел-
лектуальной поисковой системы для эффек-
тивного поиска и анализа содержания научной 
литературы. 

В основе проекта лежит принципиальный 
отказ от использования зарубежных облачных 
сервисов (таких как OpenAI, Google и др.) для 
обработки внутренних данных. Проект реализу-
ет автономную систему интеллектуального по-
иска, где данные обрабатываются на серверах 
организации. Архитектура проекта (рис. 2) по-
строена на методологии RAG, впервые система-
тизированной П. Льюисом и др. (2020) [16]. 

RAG решает проблему галлюцинаций, 
разделяя знания на два компонента: 

– параметрическая память – знания, за-
ложенные в веса модели при обучении (умение 

строить фразы, понимать язык); 
– непараметрическая память – внешний 

индекс верифицированных документов (фонды 
библиотеки). 

При генерации ответа модель не «выду-
мывает» факты из своей памяти, а использует 
найденные в индексе фрагменты как контекст. 

 
Технический процесс 

1. Обработка данных (два потока Extract-

Transfer-Load – ETL). Система реализует два па-
раллельных конвейера подготовки данных. 

1.1. Библиографический поиск (катало-
ги): загруженные библиографические записи, 
экспортированные из Ирбис64 (формат 
RUSMARC) конвертируются в структуриро-
ванный JSON-формат. Эти метаданные индек-
сируются и сохраняются в реляционной базе 
(PostgreSQL) для реализации точного (строго) 
поиска по библиографическим полям (индексы 
ББК, УДК, автор, заглавие и т.д.), и параллель-
но «векторизуются» для реализации смыслово-
го поиска по аннотациям и заголовкам. 

1.2. Анализ полнотекстовых коллекций 
документов: электронные копии книг, статей, 
журналов (в формате PDF) проходят через мо-
дуль OCR (оптическое распознавание симво-
лов). Система извлекает полный текст, очищает 
его от «артефактов» сканирования и разбивает 
на смысловые фрагменты (чанки) для глубокого 

 
Рис. 2. Архитектура интеллектуальной поисковой системы 

Fig. 2. Architecture of an intelligent search system 

 



ORIGINAL PAPER 
 

 

Modern technologies. System analysis. Modeling 2025. No. 3 (87). pp. 94–104 

ISSN 1813-9108 101
  

анализа. В перспективе будут разработаны рас-
ширенные функции модуля OCR для распозна-
вания химических формул и реакций. 

2. Векторизация и хранение. Фрагменты 
текста преобразуются в цифровые векторы 
(Embeddings) с помощью энкодеров (например, 
e5-multilingual). Эти векторы сохраняются в ло-
кальной векторной БД (ChromaDB), что позво-
ляет искать информацию не по ключевым сло-
вам, а по смыслу. 

Для адаптации модели к специфическому 
языку химии используется технология LoRA 
(Low-Rank Adaptation). Это универсальный ма-
тематический метод, который, как было пока-
зано ранее, в контексте визуализации позволяет 
эффективно настраивать нейросеть без полного 
переобучения. В данном случае технология 
применяется не к диффузионным слоям, а к 
слоям внимания (Attention) текстового транс-
формера. Вместо изменения миллиардов пара-
метров большой языковой модели, мы обучаем 
лишь небольшие матрицы адаптации (A и B), 

внедряемые в архитектуру: W' = W + ΔW = W + 

BA. Это позволяет модели понимать специфи-
ческую терминологию (например, «реакция 
Фаворского»), сохраняя при этом общие рече-
вые навыки, заложенные в базовой модели. 

3. Семантический поиск (+RAG). Когда 
пользователь задает вопрос, система находит в 
векторной БД наиболее релевантные записи ли-
бо (если пользователь выбирает строгий поиск 
по библиографическим полям) ищет определен-
ные записи в реляционной базе (PostgreSQL). 

4. Генерация ответа. Найденный кон-
текст передается в большую языковую модель 
(LLM). На данном этапе также используется 
гибридный подход: 

– приоритет отдается локальным Open-

Source моделям, таким как LLaMa (модель 
представлена Х. Тоувроном и др. в 2023 г. и 
является мощной открытой моделью, допуска-
ющей коммерческое использование и локаль-
ный запуск на сервере организации) [17]; 

– альтернатива – API российских серви-
сов (Сбер GigaChat), куда отправляются только 
обезличенные фрагменты текста. 

5. Вывод ответа пользователю. Сгене-
рированный ответ выводится пользователю ли-
бо в веб-интерфейсе на сайте библиотеки, либо 
в телеграмм-боте библиотеки. 

Такой подход гарантирует, что научные 
данные не передаются третьим лицам (и зару-

бежным сервисам), а ответы системы всегда 
обоснованы реальными верифицированными 
источниками.  

Предложенная архитектура обеспечивает: 
– отсутствие галлюцинаций (модель не 

выдумывает факты, а «достает» их из досто-
верных источников); 

– безопасность (научные данные никуда 
не передаются и не зависят от интернета); 

– надежность (система может предоставить 
ссылку на конкретную страницу источника). 

Пример работы системы. В фондах ЦНБ 
хранятся уникальные труды сибирских ученых. 
Однако доступ к их содержанию (особенно это 
касается старых монографий 1950-х гг.) затруд-
нен. Традиционные каталоги (например, в Ир-
бис64) не позволяют сделать запрос на есте-
ственном языке. Например, на вопрос «Каковы 
условия реакции синтеза виниловых эфиров?» 
система выдаст ответ, сформированный из моно-
графии А.Е. Фаворского с обозначением страни-
цы и условий реакции, а также с указанием пер-
воисточника и его библиографических данных. 
 

Правовые и социокультурные аспекты 

Одной из главных гуманитарных задач 
проекта является обеспечение сохранности и 
популяризации научного наследия, которое за-
частую существует только в бумажном виде 
или в виде сканов. Интеллектуальная обработка 
позволяет «оживить» труды ученых, сделав их 
доступными для современного читателя в фор-
мате естественного диалога. Это соответствует 
переходу библиотек на цифровую трансформа-
цию, который отмечают в своих работах 
Я.Л. Шрайберг и Ю.В. Волкова, указывая на 
необходимость интеграции библиотек в цифро-
вую экосистему науки.  

Внедрение подобных ИИ-систем требует 
учета правового поля. Я.Л. Шрайберг в работе 
«Авторское право в отношении произведений, 
созданных с помощью инструментов генера-
тивного искусственного интеллекта» (2025) 
[15] поднимает следующие вопросы: 

– генеративный ИИ создает парадокс: 
произведение есть, а автора (человека) нет; 

– традиционное право охраняет только 
результаты человеческого творчества; 

– кому принадлежат права на сгенериро-
ванный текст или изображение? 

А.И. Земсков развивает тему этики, фоку-
сируясь на проблеме «открытого доступа» и ка-
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честве научного контента [13]. Он предупрежда-
ет, что если библиотеки начнут массово внедрять 
ИИ, они рискуют размыть понятие авторства. 
Материалы, созданные ChatGPT, могут быть вы-
сокого качества, но они лишены субъектности. 

В предлагаемом в настоящей работе про-
екте указанные проблемы решаются примене-
нием и использованием ИИ не как «автора», а 
как «интеллектуального интерфейса» к трудам 
реальных ученых, права на которые защищены. 

При исследовании феномена «цифрового 
чтения» и книжной культуры [18] отмечается, 
что мы имеем дело с новым типом читателя. 
Медиасреда формирует «клиповое мышление», 
привычку к быстрому потреблению контента. В 
этой среде ИИ-инструменты (саммаризация, 
ответы на вопросы) могут сыграть двоякую 
роль: с одной стороны, они потакают лени, поз-
воляя не читать книгу целиком, с другой – в 
условиях информационной перегрузки они 
служат навигаторами. 

И.В. Лизунова подчеркивает важность 
«медиалогического подхода»: книга трансфор-
мируется, но не умирает. Она становится ча-
стью мультимедийного пространства. Библио-
тека должна использовать ИИ, чтобы вернуть 
читателя к глубокому чтению, используя тех-
нологии как «тизеры», пробуждающие интерес 
к полному тексту. 

Представленный проект интеллектуальной 
поисковой системы учитывает этот аспект, пред-
лагая пользователю (особенно молодежи) при-
вычный формат взаимодействия (чат-бот), кото-
рый служит «точкой входа» к глубокому чтению 
полных текстов. 
 

Заключение 

Синтезируя технологические возможности 
и этические риски, мы формулируем ключевой 
принцип работы библиотеки с ИИ, который 
можно назвать «Правилом библиотекаря»: ИИ 
нужно применять как инструмент усиления, а не 
замены интеллектуальной деятельности, при 
этом любой контент, сгенерированный ИИ, дол-
жен иметь маркировку и сопровождаться ссыл-
ками на верифицированные первоисточники. Это 
правило защищает общество от информационно-
го шума. Библиотека остается последним рубе-
жом обороны истины, используя мощь нейросе-
тей для поиска, но оставляя за человеком право 
на окончательное суждение и ответственность. 

В ходе проведенного исследования были 

успешно реализованы все поставленные цели и 
задачи, направленные на трансформацию биб-
лиотеки в активный центр верифицированного 
знания в эпоху ИИ. Основные результаты рабо-
ты заключаются в следующем: 

1. Теоретическое обоснование и системати-
зация. Проведен комплексный аналитический 
обзор эволюции нейросетевых архитектур и ин-
струментов генеративного ИИ. Это позволило 
обосновать переход от классических систем по-
иска к мультимодальным моделям и подтвердить 
необходимость внедрения «Правила библиотека-
ря», где ИИ выступает инструментом усиления, а 
не замены человеческой деятельности. 

2. Разработка архитектуры. Спроектиро-
вана и теоретически обоснована оригинальная 
архитектура Dual-Stream Retrieval (двухпоточ-
ный поиск), обеспечивающая параллельную 
обработку текстово-библиографической ин-
формации и структурных данных, что позволя-
ет эффективно интегрировать традиционные 
библиотечные каталоги с современными 
нейросетевыми методами анализа. 

3. Создание инфраструктурного фундамен-
та. Для обеспечения суверенитета данных и авто-
номности системы был развернут локальный ап-
паратно-программный комплекс на базе графиче-
ского процессора NVIDIA RTX 3090Ti. Это поз-
волило отказаться от использования зарубежных 
облачных сервисов, гарантируя безопасность и 
конфиденциальность научных фондов. 

4. Реализация конвейера обработки дан-
ных. Разработана методология ETL-конвейера 
(извлечение, преобразование, загрузка), вклю-
чающая процедуры очистки текстов и сегмен-
тации страниц с использованием моделей ком-
пьютерного зрения. Сформирован и размечен 
пилотный корпус оцифрованных документов, 
прошедших первичную OCR-обработку. 

5. Экспериментальная проверка. Проведе-
но тестирование базовых открытых языковых 
моделей (LLaMA-3, Mistral) в режиме Zero-shot 

evaluation в связке с технологией RAG. Резуль-
таты подтвердили возможность точного извле-
чения фактографической информации из текстов 
при наличии верифицированного контекста из 
фондов библиотеки, что минимизирует риск 
«галлюцинаций» нейросети. 

Библиотека будущего – это не фантасти-
ческий «Skynet», приводящий к катастрофе, а 
скорее «машина времени», позволяющая вести 
диалог с великими умами прошлого. 
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Создание интеллектуальной системы в 
ЦНБ ИрИХ СО РАН для эффективного поиска и 
анализа содержания научной литературы – это 
шаг к тому, чтобы библиотека стала активным 
интеллектуальным центром. Объединяя класси-
ческие формы хранения знаний и современные 
технологии RAG, мы создаем барьер для инфор-
мационного шума и обеспечиваем суверенитет и 
доступность отечественного научного знания. 

Представленная в работе архитектура 
нейросетевой модели является фундаментом 

для следующего этапа исследований. В даль-
нейшем планируется ее «дообучение» на спе-
циализированном корпусе данных по химии 
(Scientific Knowledge Injection). Это позволит 
перейти от общего семантического поиска к 
мультимодальному анализу химических струк-
тур и синтезу ответов с учетом сложной пред-
метной терминологии, что полностью соответ-
ствует задачам сохранения научного наследия в 
области естественных наук. 
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