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Pesiome

B cratbe paccmaTpuBaeTcsi TpaHc(HOpMAIMSA POIM COBPEMEHHBIX OMOIMOTEK B YCIOBHAX «LMU(PPOBOH HEONPEAENCHHOCTU» U
CTPEMUTENBHOTO PA3BUTHS TEXHOJIOTUH HCKYCCTBEHHOTO MHTEIUIEKTA. ABTOPBI BBIOJIHWIM PETPOCHIEKTHBHBIN 0030p IBOJIIOLUN
HEHPOCETEBBIX apPXUTEKTYP — OT MEPBBIX BEPOSTHOCTHBIX MoJieneill nepuentpona ®psnka Po3eHOmaTTa N peKyppEeHTHBIX CeTeil,
PEIIMBIINX TPOOJIEMY JOJITOCPOYHOIl MaMSTH, 10 COBPEMEHHBIX TpaHC(HOPMEPOB U OONBIIMX S3BIKOBBIX MOENeH, 000CHOBAB
HEen30eKHOCTh TEKYILEero TeXHOJIOTNIeCKoro rnepexonaa. B paboTe cucTeMaTH3HpoBaHbl NEPEIOBbIe HHCTPYMEHTHI TeHepaTHBHO-
IO NCKYCCTBEHHOT'O MHTEIUIEKTa, BKIoYas qu¢Gy3noHHbIe Moaen Busyanusanun (Stable Diffusion), TexHonornu pacnosHasa-
HUS peYM M MOHMMAHUS CTPYKTYPHI JOKYMEHTOB C JETabHOW OLIEHKOH MEepCIeKTHB WX BHEJIPEHHS B MPOLECCH COXPAHEHUS
Hay4HOro Hacyenust. OcoObli akIeHT CclieNlaH Ha PUCKH «MH()OPMAIIMOHHOTO IIyMay, TAJUTIOIMHAIINA HEHPOHHBIX ceTel M pas-
MbIBaHHE TOHSTHUS aBTOPCTBA, YTO AKTYAIM3UPYET HOBYIO POJIb OMOIMOTEKH KaK rapaHta BepU(pUINPOBAHHOTO 3HAHHS B COOT-
BETCTBHHU C NMPUHIMIAMH MexXIyHapoHOU (enepannun OGnONHOTEUHbIX accoluanuii. [IpakTnyeckast 3Ha4MMOCTb MCCIICIOBAHMS
3aKIIFOYACTCSI B TEXHUYECKOM ONMCAaHKK ombiTa LleHTpanbHOI Hay4HOH 6nOnnoTekn deaepaibHOro HCCIE0BATENBCKOTO ICHTPA
HpkyTckoro uHetutyTa XumMun uM. A.E. @aBopckoro Cubupckoro otnesneHust Poccuiickoil akageMuu HayK 1o pa3paboTke JIo-
KaJIbHOM MHTEIICKTYJILHOW MMOUCKOBOM CHCTEMBI Il d()(GEKTHBHOTO NMOMCKA W aHAIN3a COJCpP)KAHMS HAyYHOH JIMTEpaTyphl.
[IpencraBiena apxuTekTypa Ha ocHOBe MeTonoyiornu Retrieval Augmented Generation U JIOKQJIBHBIX SI3BIKOBBIX MOJEIEH, KOTO-
pasi obecrieynBaeT CeMaHTHUECKUIT TIOKMCK 110 OIM(POBAHHBIM NPOQHIBHBIM (B TOM YHCIIE XUMHIECKHM) (OHIAM, CyBEpEHUTET
JTAHHBIX U BepUPHUIIPYEMOCTh OTBETOB CO CCHUTKAMU HA MEPBOMCTOYHUKH.
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Abstract
This comprehensive study presents a fundamental analysis of the transformation of the functional role of modern scientific libraries
in the context of global «digital uncertainty» and the exponential development of generative artificial intelligence technologies. The
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authors conduct a deep retrospective review of the evolution of neural network architectures — from Frank Rosenblatt’s first probabil-
istic perceptron models and recurrent networks that solved the problem of long-term memory, to modern Transformers and Large
Language Models, justifying the inevitability of the current technological transition. The study systematizes advanced generative Al
tools, including diffusion visualization models (Stable Diffusion), speech recognition technologies, and document structure under-
standing, with a detailed assessment of the prospects for their implementation in cultural heritage preservation processes. Special
emphasis is placed on the risks of «information noise», neural network hallucinations, and the blurring of the concept of authorship,
which updates the library’s new mission as a guarantor of verified knowledge in accordance with the International Federation of
Library Associations principles. The practical significance of the research lies in the detailed technical description of the experience
of the Central Scientific Library of the Irkutsk Institute of Chemistry named after A.E. Favorskii of the Siberian Branch of the Rus-
sian Academy of Sciences in developing an autonomous intelligent search system. The architecture of the solution based on the Re-
trieval Augmented Generation methodology, local large language models, and efficient fine-tuning methods is presented, ensuring
deep semantic search across chemical collections while maintaining full data sovereignty and answer verifiability.

Keywords
artificial intelligence, digital uncertainty, information noise, generative neural networks, intelligent search engine, Retrieval
Augmented Generation, semantic search, verification, scientific heritage, large language models
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BeeaeHue

CoBpeMeHHBIH dTan Pa3BUTHS WHGOpPMAIH-
OHHOTO OOIIECTBA XapaKTepU3yeTcs SKCIIOHCHIU-
QIBHBIM POCTOM OOBEMOB JAaHHBIX W, KaK cCie[-
CTBHE, CHW)KEHHEM HUX JOCTOBepHOCTH. Hapsny c
eJICHAIPaBICHHON JIeATEIbHOCTBIO 10 (hopmupo-
BaHUIO IIEH3YPHBIX OTpaHUYEHHUN U JIe3uH(OopMa-
UK (Co3aBaeMoi Mo Pa3IMYHbIM MPUYHUHAM) MBI
HaOIII0/ITaeM JIABUHOOOPAa3HBIN pOCT 00bEMOB JaH-
HBIX, CT€HEPUPOBAHHBIX HCKYCCTBEHHBIMHU
HEHPOHHBIMU CETSMH, CIIOCOOHBIMU CO3/1aBaTh
TEKCT M NPAKTUYECKH HEOTIIMYUMBIE OT YellOBeYe-
CKHMX M300pa)KeHUs ¥ BUIE0. MBI BCTYNMIN B 3II0-
Xy «0u(poBoil HEONPEAEICHHOCTHY, ]I TPAHUIIBI
MEXy Bepu(UIIMPOBAHHBIM HAYYHBIM 3HAHUEM H
KOHTEHTOM, CT€HEPHUPOBAHHBIM aBTOMAaTHYECKUMHU
ITOPUTMaMH, CTAHOBSITCS Bce 00JIee pa3MbITHIMHU.
B 3TOM KOHTEKCTE OMOIMOTEKH MEepecTaroT OBITH
MACCHBHBIM XPaHWIHMIIEM (PU3NUYECKUX HOCUTENEH
uHpopmanun. OHM TpaHCHOPMUPYIOTCS B aKTUB-
HBIA CYyOBEeKT IU(POBOI cpelbl, BBHIMTOIHSFONIHA
(YHKIHUIO «SIKOPSD» AOCTOBEPHOCTH — OTIOPHI MPO-
BEpeHHOH MH(OpPMALMU B HapacTarolleM MOTOKE
uHgopmayuonHo2o wyma.

dynmameHTanbHas npobdiieMa, CTosias Ie-
pen OmOnMOTEKaMH, BBIXOAWT 332 PAMKH IPOCTON
aBTOMaTH3allK KatayoroB. Peur maer o0 obecre-

YEHWH COXPAHHOCTH W JOCTYIHOCTH HAy4HOIO
HaCJIeINs BBIJAIOIIMXCS YUEHBIX C UCTIOJIb30BaHHEM
HOBBIX TEXHOJIOTMH HCKYCCTBEHHOTO MHTEUIEKTa
(MN) ¢ ydyerom BO3MOXHOCTEH, OTpaHUYEHUA U
PHUCKOB UX PUMEHEHUsI B ONOIMoTedHO! cepe.

Lenbio maHHOW paOOTHI SBJISETCS aHAIHM3
BO3MOKHOCTEM, OrPaHUYEHUIN U PUCKOB IpaKTHYE-
CKOro IpuMeHeHus reHeparusHoro UM B Gubimo-
TEKax, a TaKKe ONHCAaHWE MPOEKTa CO3JaHUS HH-
TEJJIEKTYaJIbHOM TOMCKOBOW cucrtembl B LleH-
TpanmbHOW HayuyHoit Oubmmorexke (L[HB) ®dene-
PaJBHOTO HMCCIEN0BATENBCKOro HeHTpa UpkyTcko-
ro wuHctutyra xumun uM. A.E. daBopckoro
(UpUX) CO PAH.

J1g NOCTH>KEHUST TIOCTaBJIICHHOW LIENH B pa-
00Te pemarTCs CIeAYIONINe 3aJauH:

—paccmotpeTh pasButue HMMHU-texHonoruii
OT Y3KOCHEIHUAIN3UPOBAHHBIX CUCTEM K MYJbTH-
MOJIaJIbHBIM MOJIEIISAM;

— CUCTEMATU3NPOBATE OCHOBHBLIC  KJIACChI
NU-uHCTPYMEHTOB, NMPUMEHUMBIX B OMOIHOTEY-
HOI1 cepe;

— 000CHOBaTh HOBYIO POJIb OMOIMOTEKH Kak
«OTIOpHI POBEPEHHOMN TOCTOBEPHOHN MH(DOPMAITII;

— pa3paboTaTh apXUTEKTypPy WHTEIUICKTY-
aJbHOW MOMCKOBOM CHUCTEMBI U HEUPOCETEBOU MO-
nenu Ha ocHoBe Retrieval Augmented Generation
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(RAG), obecrieunBaromieli CyBepeHUTET TaHHBIX H
BBICOKYIO PEJICBAHTHOCTh TOMCKA JUISI COXPaHCHUS
HAYYHOTO HACTIC THS.

CtpykTypa paboThl BKJIIOYaeT 0030p 3BO-
JIONUM Pa3BUTHs HelpoceTel, KiacCH()UKAIUIO
TCHEPATUBHBIX TEXHOJOTUHA (BH3yallU3aIys, Ma-
LIIMHHOE 3pEHHE, 3BYK, KOA, TEKCT), aHalH3 IMpo-
OneMBl TOCTOBEPHOCTH MH(POPMALUU U OMHCAaHUCE
npakThuyeckoro nmnpumeHenuss WM B HayuHo-
TEXHUYECKOI OnbInoTeKe.

BoAlouUA HeHlpoceTein

Ilonnmanne noreHnuana MM HEBO3MOXKHO
0e3 aHanM3a €ro HCTOPUM U TEXHOJIOTWYECKOH
spofonuu. IlyTh OT mpocTedmmx MaremaTude-
CKUX a0CTpakIuil 0 CUCTEM, CIIOCOOHBIX IMPOXO-
IuTh TecT ThropuHra, 3aHsul Oosee HOJyBeKa U
BBIJIEpKaJl HECKOJIBKO CMEH MapajiurM.

Pannue weiiponnvie cemu (1940—1980 ee.).
Onoxa MM Havanach ¢ HOMBITOK MaTEMAaTHYECKH
(hopmanm3oBate pabOTy OHOIOTHYECKOTO HEHpO-
Ha. Kiroueroii BEXOH cTajia pabota
@. Pozenbnarra, xoToperii B 1958 . mpencraBun
KOHIICTIIIMIO MEepLEenTPOHa — BEPOSTHOCTHOW MO-
JeNU 7151 XpaHeHWs. U OpraHu3aluyd WHPOpPMaILUH
B Mmosre [1]. IlepuenTpoH — mpocteiimas oxHO-
CIIOMiHas ceTh, CIIOCOOHast 0o0ydaThcs OWHApHOM
KIaccUpUKaAIy (BBIBOJ «/1a/HET») IyTeM KOppeK-
UK BECOBBIX KodQduuuentoB. Ho 3tu mozaenu
OKa3aJluCh HENPHUIOOHBI Ui CIIOXHOH padoTH C
TEKCTOM M KOHTEKCTOM.

Pexyppenmuvie cemu (1980—1990 22.). Ins
o0pabotku ectectBeHHOTO si3bIka (NLP), xoTopsbrii
MO CBOEGH CyTH SIBISETCS BPEMEHHOW II0CIIeI0Ba-
TEJNILHOCTBIO, TPEOOBAIACh apXUTEKTypa, 00Iaaro-
masl «MaMsAThio». JTO MPUBENO K MOSBICHUIO pe-
KyppeHTHBIX HelipoHHBIX cereit (RNN), rae Bbxon
HelpoHa mozaBajicst 00paTHO Ha ero Bxoa. OgHako
knaccnyeckne RNN cTpaganu oT mpo0iaeMsl «3aTy-
XaIOLIEro IrpaIneHTa»: Mpyu 0OyYeHUH Ha JUTUHHBIX
TEKCTaX CeTh «3a0blBaa» Havyalo NPEAOKEHHs K
MOMEHTY €ro IMoJIHOrO mpouTeHus [2]. PemeHnem
craima apxurektypa Long Short-Term Memory
(LSTM), mpemnoxennas 3. XoxpaltepoM H
1O. llImuaxy6epom B 1997 1. [3]. LSTM BHenpuia
MEXaHM3M «BEHTHIICH» (gates) — BXOIHOTO, BBIXOJ-
HOTO W BEHTHJIS 3a0bIBaHMsI, KOTOpBIE MO3BOJISUIA
CeTH 1IeJICHANpPaBIEHHO COXPaHSATh BAXKHYIO WH-
(dbopManuo Ha JUTUTENBHBIE TIPOMEXKYTKH BPEMEHH
U cOpachiBaTh HEHYXHYIO. DTO cTajio (PpyHIaMeH-
TOM ]Il MAIMHHOTO TIepeBOJia M pacliO3HABaHUS
peur Ha ClIeTyolHe JIBa JECATHIICTHS.

Tpancgopmepor (2017). Hactosmmit mpo-
PBIB TIPOM3OIIEN C TOSBICHHEM OCTYITHBIX BHI-
yucuTenbHbIX MomHocTedt GPU u Oonpmmx maH-
veix. B 2015r. 4. Jlekyn, . benmxuo u JIx.
XUHTOH omyOnuKoBau B KypHane «Nature» Ma-
augect «Deep Learningy, 3aKkpenuBIINi TOMIHH-
poBaHHE TIIyOOKMX MHOTOCIOHHBIX APXHUTEKTYP
[4]. OnHako peBomonuedi B 00pabOTKE TEKCTOB
crana craths 2017 1. «Attention Is All You Need»
(A. BacBanu m np.) [5], mpeacTaBUBIIAs apXHUTEK-
Typy Tpancpopmepa (Transformer). Tpancdopme-
PBI OTKa3aJIUCh OT PEKYPPEHTHOCTH B TOJB3Y Me-
xaHu3Ma «BHHMaHHSI» (Self-Attention) [6]. Dro
MO3BOJIMIIO 00pabaThIBaTh BCE CIIOBA B MpEJIOXKe-
HUM NapajlieNIbHO, a HE MOCIIeI0BATENbHO, a TAKKE
YYHTHIBaTh TI00ANBHBIH KOHTEKCT (MOJIENb IMOHU-
MaeT CBSI3b MEXKIY CIOBaMH, JTaXKE €CIIH OHH HaXO-
JSITCSL B Pa3HBIX KOHIIAX TEKCTA).

Bonvuue sszvixkosvie modenu (2020). Mac-
mrabupoBanue TpaHCHOpMepoB (yBEITHUCHHE KO-
JIMYECTBA MMapaMeTPOB U CIIOEB) MPHBEJIO K TOSB-
nenuto bonpmux s3p1k0BRIX Moaeneit (LLM), Ta-
knx kak GPT-3, LLaMA. Kak ormMmeuaer
M.M. TuxoMupoB, yBeJIUYEHUE KOJIMYECTBA I1apa-
METpOB (IO COTEH MWJIMAPIIOB) MPUBENO K TOSIB-
JIEHUIO  OMEP/UKEHTHBIX  CBOWCTB:  Few-shot
learning (oOyueHme Ha MajbIX TpuMepax) u In-
context learning (00y4yenue B koHTekcte) [7]. On-
HaKO TaKye MOJeTH ObUIM CKIIOHHBI K «TaJUTIOIIH-
HalUsiM» — TEHepallyd IPaBAoNoI00HOTO, HO
JIOKHOTO TEKCTa. JTO MPOHMCXOAMIIO H3-3a TOTO,
YTO MOJIeNIb ONTUMH3HPOBaHA Ha BEPOSTHOCTHOE
MIPOJIOJDKEHNE TEKCTa, a HE Ha TPOBEPKY (DakToB.
Jiist GUONMHMOTEK STO CO3/AaeT CYIIECTBEHHBIN PHCK:
chucTeMa MOXET BBIAyMaTh HECYIIECTBYIOIIYIO
KHHTY, ICTOYHUK WJIH MPUITHCATh YIEHOMY OTKPHI-
THE, KOTOPOTO OH HE COBEpIIIaI.

Mynomumoodanvhvle MOOenU ¢ paccylcoeHu-
em (Hacmosiwyee 6pems). COBpEMEHHBIH dTall
(2022-2025 rr.) xapakTepu3yeTcs IepexoJoM K
MOJIEJISIM, CITIOCOOHBIM K «paccyxeHno» (Reason-
ing). Meron Chain-of-Thought (uenouka meicieit)
(x. Boii u np.) [8] mo3Bonsger MopensM HeE Ipo-
CTO TPE/ACKa3bIBaTh CIIEAYIOIEe CIOBO, a BBICTpa-
WBaTh MOIIATOBYIO JIOTHYECKYIO IETIOYKY PEeIICHHsI
3alayi. OJTO KPHUTUYECKH BAaXKHO JUIS aHaIu3a
Hay4YHOW IJUTEPATyphl, TJIe BHIBOJBI TPEOVIOT Jie-
IyKLUWH, a HE IPOCTOro MOuCcKa coBnaieHuil. Ta-
kue wmoxaenu (Hampumep, ypoBHS GPT-4 wm
Claude) cmocoOGHBI K KpPOCC-IOMEHHOMY aHAIH3Y,
CBSI3bIBasl TEKCT, U300paKeHUs: U (HOPMYIIBI B e/IU-
HO€ CMBICIIOBOE TOJIe (MYJIbTHMOJIAILHOCT), O/
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HaxKoO OHH Tpe6y}0T peuieHrud CCPbE3HBIX I3TUUYC-
CKHX U TCXHHUYCCKHX BBI3OBOB, CBsA3aHHBIX C OT-
BETCTBEHHOCTBI0O U 0€30IaCHOCTBIO rée"Hepupyec-
MBIX JaHHBIX.

UHCTpyMeHTapuii HCKYCCTBEHHOrO UHTEAAEKTa
ANAl cCOBpeMeHHOH 6ubanoTexu

I'enepamusnvle mexHonoUU BU3VATUZAYUU.
Hudpdysuonnsie  moxmenmun  (Stable  Diffusion,
Midjourney u ap.) mo3BossIIOT OMOAMOTEKaM BU3ya-
JM3UPOBATh apXMBHBIE W Jpyrue naHuele. OyHma-
MEHTJIBHON paboToil 3mech SABISIETCS HCCIeAoBa-
uue P. PomGaxa u ap. (2022) «High-Resolution Im-
age Synthesis with Latent Diffusion Models» [9],
KOTOpOe JIeTJIo B OCHOBY Stable Diffusion. ABTOpBI
MPEeATIOKUIN TIPOBOJUTE Tiporiece auddysun (Boc-
CTaHOBJICHHsI M300paKCHUS W3 IIyMa) HE B IHK-
CEJBHOM TIPOCTPAHCTBE, a B CXKATOM JIATCHTHOM
MPOCTPAHCTBE, YTO PAJAUKAILHO CHH3WIO TpeOOoBa-
HUSl K BBIYMCIIUTEIIBHBIM PECypCaM.

Jns OnOmroTek 0cOOCHHO BaskHA TOYHOCTH
PEKOHCTPYKIINH W300pakeHUH, apXUBHBIX (POTO
unap. Mg STOro mNpHUMEHSETCS  MeXHON02uUs.

ControlNet (JI. Kaur u gp.) (2023) [10].
ControlNet pemraer npobiaeMy XaOTHIYHOCTH TeHe-
paluy, «3aMOpaKUBas» Beca OCHOBHOM MOJICITH U
no0aBisisi 00ydaeMyro KOIHIO CJIOEB ISl yIpaBiie-
HUSl CTPYKTYpOHl. DTO MO3BOJSIET MHTETPUPOBATH
MPOCTPAHCTBEHHBIC YIIPABISIFOIINE SIIEMEHTHI:

1. MLSD (Mobile Line Segment Detection).
Uneanen myis pacmo3HaBaHUsl JTMHUN M apXHUTEK-
TypHBIX (hopM. B OuOIHOTEKE MOXKET TPUMEHSTH-
CA NI CO3MAHWS MOJENe OMOTUOTEYHBIX IIPO-
CTPaHCTB («OMONIHOTEKHU Oy IyIEro») u T.1.

2. Depth, Canny u ap. Wcnons3yroTest miist
TOYHOT'O COXPaHECHHS KOMIIO3HIIMH TIPH 00paboTKe
n3o0paxkeHnd. Taxke MX MOXKHO MPUMEHATH IS
«MacKUpOBaHUsD» YacTel W300pa)keHUs, HaIpH-
Mep, KOTJa HY)XHO MepelaTh CTPOro OMNpeaeicH-
HYI0 (hopMy, He Tporasi Bce OCTaTbHOE.

He menee Bakna mexuonocust LoRA (Low-
Rank Adaptation) (3.J1x. Xeto u np.) (2021) [11].
Ona mo3BONsAET ajanTUpoBaTh  (HOOOYYATH)
OTPOMHBIE MOJENU TOJ ClenupHUecKre 3aaayu,
UCIOJIB3Yy «AOMNOJHUTCIIBHBIC) CJIOU. N3menenue
«BecoB» LORA BnmsieT Ha cuity ee BO3IEUCTBUS Ha

Muxann Mpuropsesuy Monos
(18931955 rr.)

M.l Monos —~ empaowuitca pycckuin Borammk
AOXTOp GMONOTMMECKUX HayX. NPOMHECCOp, “neH-
KC T HayK Ykpa: n CCP,
CNeLMan4cT 8 oBnacTi CHCTEMATUKA, (NOPUCTHN,
Goranmueckon reorpadmu, (PnoporeHeTUkM ¥
DBONMIOUMOHHOTO yuerus. Muxaun Mpuropsesny —
OAWH M3 OCHOBONONOXHMKOB rMOPMAOTEHHOR
KOHUENUMM IBONIOUMM PACTUTENLHOrO MUpa,

we KOTOPO# AA waen
WHPOKON PacNPOCTPAHEHHOCTH rubpnaniaumm 8
npupone. M.I. MonoBsiM, CaMOCTOATENLMO ¥ 8
COaBTOPCTBE, ONMCAHO 925 TAKCOHOB BbICWMX
COCYAMCTBIX PACTEHMA PA3HOrO paHra. O asTop
coastop okono 200 nyGnukaumi, 8 Tom yucne 11
MOHOrpami. O TANbLHOMN ¥ 0 HAC
BpeMeHy HenpesaoinenHon aanserca 30-Tomuan
“®nopa CCCP", nanasaswascs 8 1934 ~ 1964
rogax

Puc. 1. PectaBparms apxuBHBIX (oTorpaduii y4eHOTo pu 0POPMIICHHN BEICTABOK
Fig. 1. Restoration of archival photo of the scientist for exhibition design
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OCHOBHYIO Mojenb. I[lpumep HCHONB30BaHUS
LoRA Ha cTmiie ra3eTHBIX BBIPE30K («newspaper
collage style») mo3BomsieT reHepupoBaTh H300pa-
KEHUs, CTUIM30BAHHBIC TOJA MPECCY MPOLUIBIX
BEKOB, YTO aKTYyaJbHO JJs1 0pOpPMIIEHHUS BHICTAaBOK
WU TG POBHIX MIPOSKTOB OMOINOTEKH.

[IpakTHdeckoe mpruMeHeHUE B OMOIMOTEKaX:

1. BoccranoBnenue ¢oto. Hcnombp3oBaHue
WHCTPYMEHTOB Tuma Remini (app.remini.ai) ams
YJIy4IIEHUs] KayecTBa CTapblX CHUMKOB YYEHBIX
niu coObIThii (puc. 1).

2. 3D-em3yanmzanus. [Ipumenenne wHCTPY-
MeHTOB Ha mogoouun TripoSG mmm Krea.ai st co-
3aHHS TPEXMEPHBIX MOJIeNieil Ha OCHOBE OTCKaHU-
POBaHHBIX N300paKeHUI U3 KHUT U CTaTeH.

3.l'enepauust wumoctpauuil.  Co3naHue
cxeM, ()OHOB M BHU3yaJbHBIX MaTepHalOB Ui BbI-
CTaBOK WJIU MPE3CHTALNMN.

T'enepayus eudeoxonmenma. llepexom ot
CTaTHYECKUX M300paKEeHUH K AMHAMUYECKUM II0-
CJIeI0BaTENbHOCTAM (BUJIE0) B COBPEMEHHBIX MO-
JeNIAX COMPOBOXAACTCS PEHICHUEM TPOOJIEMBI
TEMIOPAJILHOW COTJIaCOBAaHHOCTH (KOHCHCTEHT-
HOocTH) KaapoB. CoBpeMeHHble Mojaenu (Sora,
Runway, Pika, Luma, Kling, Veo, Wan) cmnoco0-
Hbl HE TOJBKO I'€HEPUPOBATH KAUECTBEHHOE BH-
7eo, HO M CHHXPOHU3HMPOBATh ABMKEHHE I'y0 ¢
peusto (lipsync).

B xonTtekcTe 6MOMMOTEKN 3TO MO3BOJISET:

— CO3/aBaTh «OXKMUBLINE» MOPTPETHl HCTOPH-
YeCKHX JiesiTe]Ield U YUYeHBIX, HarmpuMep it oopa-
30BaTEJIbLHBIX 1IEJICH;

— ¢opMupoBaTh BUpPTYalbHBIE TYpBI 1O ap-
xuBaM U QoHIaM;

— BU3YaIM3MUPOBATH CJIOXKHBIE HCCIIEI0BATENb-
CKHE IPOLIECCHI, OTIMCAaHHbIE B HAYYHOH JIUTEPATypE.

Mawunnoe 3penue. Monenu KOMIbIOTEPHO-
ro 3penus (CV) wmu BuzyansHble mogenu (ViT,
Florence, YOLO) uHTErpupyIoT TEKCT M H300pa-
XKeHre. JTO OTKpBIBAET MYTh K aBTOMAaTU4ECKOU
KaTaJIOTU3allii KHHUT' TIO0 OTCKaHHWPOBAHHBIM Kap-
ToukaMm win Goto oo6soxkek, OCR (pacno3HaBaHue
TEKCTa) Uil PYKOIIMCHBIX apXUBHBIX JOKYMEHTOB,
a B TEPCIEKTUBE — JJISl paclo3HaBaHUSl XHMHUYeE-
CKUX CTPYKTYPHBIX (OpMYyJT M CXEM peaKIuii
HETIOCPEACTBEHHO CO CTPAHMIL CTAPBIX U3AAHUI.

TI'enepayus 3eyxa u peuu. COBpeMEHHBIE CH-
CTEeMBI «TeKCT-B-peub» (Text-to-Speech, TTS)
(ElevenLabs, Whisper, AudioLM) nmocruriu
YPOBHSI CHHTE3a €CTECTBEHHON PEYH C COXpaHEHU-
eM wuHTOHauui. [ng paboTel ¢ ayamoapxXuBaMu
(lekumy, yCTHBIE TIOBECTBOBAaHHWS) CTaHIAPTOM

crana monens Whisper ot OpenAl (A. Pandopn u
op.) (2022) [12]. Omnako, HeCMOTpsi Ha CyIIle-
CTBYIOIIME CIIOXHOCTU C CHHTE30M pPEYH Ha pyc-
CKOM SI3BbIKE, Ui HEKOTOPBIX MOJeJNieil mporpecc
OYeBHJICH. DTO OTKpHIBAaeT MYTh K aBTOMaTHue-
CKOMY CO3JIaHWIO ayJMOKHUT W ayJUOTHJIOB TIO
JIOKyMeHTaM 13 (OHJ0B OMOIMOTEKH, Aenas (HoH-
Ibl IOCTYTHBIMU, HAPUMEP [T CIA00BUAALINX.

Tenepayus xooa u npocpammuvle azeHmol.
Wnctpymentsr Bpoge MS Copilot, Claude Code,
Gemini, DeepSeek Coder mo3BonsitoT cCOTpyAHU-
KaM OMONMOTeKH, Make He oOjamas TITyOOKMMH
HaBBIKAMU TPOTPAMMHPOBAHUS, CO3/1aBaTh IpPO-
rpaMMHBIE CEPBHCHI JJIS1 PEIICHUs] IUPOKOTO Kpyra
3a7a4: OT CKPHITOB aBTOMAaTH3alk 10 BeO-
uHTep(DHEeiiCOB TOUCKOBBIX CHCTEM.

H3zvikosbie MoOenu — 2eHepayus meKcmad.
KimoueBoit MM-TexHonoruedt s Hay4HBIX OHO-
JUOTEK SIBISICTCS CO3JAHUC UHMELICKMYATbHbIX
cucmem, TOHUMAIONIUX CMBICT TEKCTa, a HE IMPO-
CTO HaJHM4He KIFOUEBBIX CIOB. JIJisi 3TOr0 MCIOIb-
3YIOTCSI TEXHOJIOTUU BEKTOPHBIX MPEACTaBICHUN U
TpanchopmepoB. Kak ykaspiBaIoch paHee, TpaHC-
¢dbopMepsl MonaraloTcss Ha MEXaHWU3M BHUMaHUS,
9TOObl TIOHMUMATh KOHTEKCT, OHH OLEHHBAIOT,
HACKOJIBKO BaXKHBI OT/ICIBHBIC CIIOBA B MOCIE0Ba-
TEJILHOCTH MO0 OTHOIICHUIO IPYT K JAPYTY.

Jdns  moucka HCHOJB3YIOTCS BEKTOPHBIE
MpeCTaBiIeHnsT (PMOEIIUHTH) — MHOTOMEpHBIC
CTIHMCKH YHCEJI, OMUCHIBAIONINX MapamMeTpbl Mojie-
. BekTopHoe npejcTaBieHue 3anpoca cpaBHUBa-
eTcsi ¢ BekTopamu B ©Oaze maHHbIx (BJ]) s
HaxOXIEHUs Ommkaimmx cocened (OMrmKalImx
[0 CMBICITy TOHATHI). DTOT NMPUHLMII MO3BOJISET
HAXOJUTh JOKYMEHTBI, OJM3KHE M0 CMBICITY, JaKe
€CITU B HUX HE HMCIOJIB3YIOTCS WICHTUYHBIE CIOBA.
OOBIYHO [UTSI 3TOTO TIPUMEHSETCS KOCHHYCHOE
CXOJICTBO WJIM €BKJIMJIOBO paccTostaue (1):

dp =i -af +-+(p, -0, . )
rae dp; — DBKIUJIOBO PAcCTOSHUE MEXIY JBYMs
BekTOpamu (TIOHATUSAMU); p; (i € 1 ... n) — BEKTOp
MEPBOT0 YCIOBHOI'O MOHATHUS (CIIOBA, TOKEHA) Cpe-
1 MHOXECTBA I-TIOHATHI, ¢; — BEKTOP BTOPOTO
YCIIOBHOTO MOHATHS (CJIOBA, TOKEHA).

Deomoyust «MblULIeHUsY MOOeNell. Om mekK-
cmosvlx wabnonos Kk paccysicoenuro. C  2023—
2024 rr. MBI HabIOAAEM TIEPEX0] K MYyJIHTUMOIAITh-
HBIM MOZEJSIM ¢ 3j1eMeHTamu paccyxaenus (GPT-
4.5, Claude 3.5, Ernie-X1). DTu cucTeMbl CLIOCOOHBI
K Kpocc-TOMEHHOMY 00y4eHHi0. OHU OTHOBPEMEHHO
00pabaThIBaIOT TEKCT, W300paKEHHs1, BUIECO U MPO-
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TPaMMHBIN KOJ, HaXO[s OOIIME CMBICTBI B Pa3sHBIX
MOJAITHHOCTSIX. TexHomnorus paccyKIeHust
(Reasoning) mo3BoIsieT MOJeNH HE TIPOCTO BHIIABATH
OTBET, a BEICTPaMBaTh JOTHUYECKYIO LICTIOYKY:

— Chain-of-Thought (memouka Meicneit) —
MOIIAroBoe paccykaeHue, IMUTHPYIOIIEe YeTI0Be-
YECKYIO JIOTHKY;

— Tree-of-Thought (mepeBo mbicneit) — aHa-
JIU3 HECKOIbKUX BO3MOXKHBIX BAPHAHTOB PEIICHUS
3aja4uu nepej GopMyITUpoBaHUEM OTBETA;

— BepUHKaLUs — CIOCOOHOCTh K CaMOMNpo-
BEepKe W KOPPEKIMH COOCTBEHHBIX BBHIBOIOB («UTO,
€CJIM MOSI TTOCBIITKAa HeBepHa?»).

Takue monmenu cnocoOHBI K aOCTPaKTHOMY
MBILICHHIO U TTOHUMAHUIO HIOAHCOB, YTO JIEJIaeT
WX HJCATBHBIMA TMOMOIIHUKAMH JUTS  CJIOXHOTO
WH(OPMAITMOHHOTO TTOMCKAa B HAYYHBIX OMOIMOTE-
kax. OHU MOTYT IPOAaHAIN3UPOBATh N300paKEHHE,
rpaduk, cxemy, XHMHYECKYI0 (GOopMyrny B KHHUTre
WM HAYYHOH CTaThe, COMOCTABUTh UX C TEKCTOM H
C/IeNaTh BBIBOJ, HENOCTYMHBIA MPOCTBHIM TEKCTO-
BBIM aHAJTU3aTOPaM.

Mpo6aema «<MHPOPMALMOHHOIO LWyMa»
U poAb 6ubAnoTek

Buenpenne M npuHOCHUT HE TOJIBKO HOBBIE
BO3MO>KHOCTH, HO M CUCTEMHBIE PUCKH, CBSI3aHHBIC
¢ KayecTBOM HMH()OpPMAanMOHHOHN cpenbl. Hapacra-
HUE 00beMa KOHTEHTa, CT€HEPHUPOBAHHOIO alro-
putMmamu MU, co3naer «unpopmayuonnvlii uym».
OTOT Mpolecc UMEET HECKOJBKO OMACHBIX XapaK-
TEPUCTHUK.

1. TannronMHaMu W UCKaxeHHe (aKToB:
HelpoceTH, OyAy4d BEpOSTHOCTHBIMH MOJIEISIMH,
MOTYT F€HEPHUPOBATh TEKCTbI, KOTOPBIE BBITJISAST
Hay4yHO W YyOEIUTENIbHO, HO cojepxkar TIpyObie
(akTryeckue omuoOku. B OMOIMOTEYHOM KOHTEK-
CT€ ATO OCOOCHHO OMACHO, TaK KaK HMCKa)KaeTcs
Hay4HOE 3HAHHUE.

2. PexypcuBHOe 3arpsizHeHHe AaHHBIX. On-
HOW W3 CaMBIX CEPhE3HBIX YIpo3 SBISETCS 00yde-
Hue HOBbIX Mozenedl MM Ha naHHBIX, CreHepupo-
BaHHBIX MpenpIaymmMu Bepcusimu M. Dto npuso-
it K a¢dekty aerpamamuu moaencit. Ecmu MU
YUUTCSl HA «CHUHTETHUKE», TE€PSIETCA BapUATUBHOCTD,
HaAKaIUTMBAIOTCS OIIMOKM, UCUE3aI0T PEIKUE U YHH-
KaJibHbIE 3HaHUSI. BO3HUKAeT 3aMKHYTBIM KpyT Mpo-
W3BOJICTBA HH(POPMALIMOHHOTO MyCOpa.

3. Ys3BuUMoOCTh K «(eiikam». Bo3zMoKHOCTD
TeHepaly MOIACNbHBIX JTOKYMEHTOB, HECYyIIe-
CTBYIOIIUX IUTAaT U JaXe IENbIX JDKEHAYYHBIX
cTaTel MOJPHIBAET JOBEPUE K MIEUATHOMY JEIY.

B paborax A.M. 3emckoBa 3Ta mpobiema
paccMmarpuBaeTcs 4epe3 MPU3My STHKHA HAYIHBIX
myomukamuii [13]. O ormeuaer, uro ChatGPT
CO3JIaeT MaTepHabl, KIOPUIUUECKU OJIM3KHE K JH-
LUUKJIONETUYECKUM CTaThsIM», HO HE HWMCIOIIUE
aBTOpa, YTO Pa3MbBIBAE€T OTBETCTBEHHOCTh 33 HX
noctoBepHOCTh. A.J. 3eMCKOB yKa3bIBaeT Ha pHC-
KM HapylLICHUsS W3IaTeNbCKOW 3TUKU U Ha HeoOXo-
TUMOCTB TIPEAYTIPEKICHHAS MOIb30BaTENeH O MPH-
poIie KOHTEHTA.

MaccoBoe pacupocTpaHeHue nu-
ACCHCTEHTOB HeceT B cebe W oOpa3oBaTeiIbHBIE
pucku. UpesmepHas Haaexaa Ha M -moMOITHUKOB
MOXXET MPHBECTH K «YNPOUICHUIO MBIILIICHUS)
noJipacTaromero moxkonenus. Ecnu cryneHt momy-
YaeT FOTOBBIN OTBET OT 4aT-00Ta, OH TePSIET HABBIK
CaMOCTOSITETTHHOTO TIOWCKA, COIMOCTaBICHHUS WC-
TOYHMKOB W KPUTHYECKOrO aHanu3a. Bo3HukaeT
PHUCK TIOTEPH HABBIKOB CAMOCTOSTEIBHOTO HCCIIe-
noBaHUA — (PYHIAMEHTATHHOTO 3IIEMEHTA HAyYHO-
r'0 TIO3HAHMSL.

«ugpposas Heonpederennocmoby) — 3T0 CO-
CTOSIHUE CpeNbl, B KOTOPOW TOJIh30BATENIh HE MO-
KET arpuopH TOBEPSTh HU TEKCTYy, HU M300pake-
HUIO, HU BHJIEO HA DKpaHE CBOETO YCTPOUCTBA.

B »smnoxy mmdpoBoii HeompeaeneHHOCTH
OuOIMOTEKA 00PETACT HOBYI0 POJib. OHA CTAHOBUT-
Csl OTIOPOM TPOBEPEHHOW OCTOBEPHOH MH(pOpMa-
nuu. CoryiacHo 3asBIeHHI0 MexayHapomHoit de-
nepanuu OombnmoTteunsix acconumarnuii (IFLA) o
OuOIMOTEKaX M HCKYCCTBEHHOM  HMHTEIICKTE
(2020) [14], aTa poab peanuzyeTcs 4epe3 HECKOIb-
KO MEXaHU3MOB.

1. Xpanenue stanona. duzndeckue QoHIBI
Ooubimorek W WX BepUUIMPOBaHHBIE IH(POBEIE
KOITMU CTAHOBSITCS «30JIOTBIM CTaHAapTOM». B 0T-
JITYHe OT UHTEPHETA, TJIe TeKCT MOXKET OBITH He3a-
METHO OTPEJIaKTHPOBaH, NleYaTHasi KHUTA B XpaHU-
JIMIIE OCTAeTCsl HEM3MEHHOM. OHa CIIyUT TOUYKOH
oTcYeTa JUIs MPOBEPKH 000N MHPOPMAIIHH.

2. DkcneprtHas Bepudukamnus. Crenuanu-
CThl OMONMOTEK, WMEIUINE JOCTYIl HEeMocpe/-
CTBEHHO K OyMaXHBIM MEPBOMCTOYHHKAM, BBI-
CTYMarT B POJU KBATH(PHUIIMPOBAHHBIX IKCIIEP-
TOB-OHOIMOrpadoB, CHOCOOHBIX OTAWYUTH Tall-
JIOLUMHALMIO HEHPOCEeTH OT (HaKTOB.

3. Knura xak uHBeCTUIIUS B UCTUHY. B Mupe
WH(POPMAIIMOHHOTO IITyMa JOCTYI K YHCTBIM, IPO-
BEPEHHBIM JIAaHHBIM CTAHOBUTCS IKOHOMHYECKOM
HeHHocThl0. Ppasa «kTo BiajgeeT uHpopmanuei —
BJIaJIEET MHPOM» MOXET OBITh JIOIIOJIHEHA: «KTO
BJIaJICET JIOCTOBEPHON HH(POPMALIKEH. ..».
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[ BuGnuoTeyHble Katanoru

RUSMARC, JSON

PDF, CkaH-Konum

8 Kuuru ‘

=

Motok 1: BubnuoTeuHble KaTanoru
Rusmark — JSON — Postgres —
BexTopHbie NpeacTagnexHna

ChromaDB
BekTopHas B/1)

®

Motok 2: OCR ans KHur

Pacnoanasanmne PDF —» O4nCTKE AaHHbIX —

2. EnpuHoe nokanbHoe
XpaHunuwe

Q

3.MeHepayus (LLM)

LLaMa / Mixtral

INokansHo (Local)

P

Cé6ep GigaChat
{epes APl

PostgreSQL

(MeTaganHbie, Gunmorpagms)

Yarky (bparmenTsi Texcra)

O BeG-untepgeic

“ Telegram bot

Puc. 2. ApxuTekTypa MHTEJUIEKTYaIbHOU IOUCKOBOM CHCTEMBI
Fig. 2. Architecture of an intelligent search system

SJIL lpaiibepr B cBoeM IOKIane HEOTHO-
KpaTHO TIOMYEPKUBAN, YTO OWOIMOTEKa OJDKHA
CTaTh aKTUBHBIM YYaCTHUKOM IU(PPOBOTO PHIHKA,
HO He KaK reHepaTop IIyMa, a Kak MpoBaiiep Kaue-
CTBeHHOTO 3HaHUA [15]. B ycrmoBusx, xorma «moBe-
JEHYeCKHe MOIETN OMOIHOTEeK» MEHSIOTCS, IMEHHO
(GyHKIMS TapaHTa KayecTBa CTAHOBHUTCS KOHKY-
PEHTHBIM IPEUMYIIIECTBOM.

MpoeKT UHTEeAAEKTYaAbHOW NMOMCKOBOM
CUCTEeMbl U €ro apXuTeKTypa

st pemienus onucanHbix npodiem B [THB
UphX CO PAH wuHHOMHpOBaHAa Hay4HO-
uccienoBarTenbekas pabora Mo CO3JaHUIO MHTE-
JIEKTyaJbHOH TOMCKOBOW cHCTeMBbl Il 3(dek-
TUBHOT'O TIOMCKa U aHaJIN3a COAEpPX aHUSI HAyIHOH
JUTEPaTYPHI.

B ocHOBe mpoekTa JIeXUT NPUHIUIHATBHBINA
OTKa3 OT HCIIOJBb30BaHUS 3apYOEKHBIX OOJIAYHBIX
cepBucoB (Takux kak OpenAl, Google u np.) mis
00paboTKn BHYTpeHHMX AaHHBIX. [IpoekT peanusy-
€T aBTOHOMHYIO CHCTEMY HHTEIJIEKTYaJIbHOTO MO-
WCKa, TJIe JIaHHble 00padaThIBAIOTCS Ha cepBepax
opraHu3aly. ApXUTEKTypa MpoekTa (puc.2) mo-
cTpoeHa Ha MeTozposiorun RAG, BrepBele cucTeMa-
trzupoBanHoii [1. JIerorcom u mp. (2020) [16].

RAG pemaer npobieMy TraIrOlHHALNHS,
pas3zesist 3HaHUs Ha J1Ba KOMIIOHEHTA!

— mapamMeTpudecKas MaMsTh — 3HaHUA, 3a-
JIO’)KEHHBIE B BECa MOJIEH IpH 00ydeHnn (yMeHHe

CTpOUTH (Ppa3bl, MIOHUMATH SI3BIK);

— HeTapaMeTpU4ecKasi MaMsTh — BHEIIHUH
WHACKC BepU(DUIIMPOBAHHBIX JOKYMEHTOB ((POHIBI
OuOIMOTEKN).

[lpn renepanmu OTBETa MOJENH HE «BBIIY-
MBIBaeT» (aKThl M3 CBOCH MaMsTH, a UCIIOIb3YeT
Hali/leHHbIE B MHJIEKCe (PParMeHThI KaK KOHTEKCT.

TexXHHYeCKHi npoLecc

1. Obpabomka dannvix (06a nomoxa Extract-
Transfer-Load — ETL). Cuctema peaju3yer JiBa Ia-
paJUIeNIbHBIX KOHBeWepa MOJrOTOBKY JIAaHHBIX.

1.1. bubnmorpaduvecknii MOUCK (KaTalo-
TH): 3arpykeHHble OuOIuorpaduyecKkue 3armvcH,
JKcnopTupoBanHele  u3  Mpbuc64  (popmar
RUSMARC) KOHBepTHUpPYIOTCS B CTPYKTYPHPO-
BaHHBEIH JSON-dopMar. DT MeTanaHHbIe WHIIEK-
CHPYIOTCSL M COXPaHSIOTCS B PEJISIMOHHONW 0ase
(PostgreSQL) nmns peanw3aiiud TOYHOTO (CTPOTO)
MOKCKa 10 OUOIMOTpadUIecKUM TOISAM (MHACKCHI
BBK, Y/IK, aBTOp, 3arnaBue u T.1.), U Hapajuieib-
HO «BEKTOPHU3YIOTCSD) JUISl peaIM3al[ii CMBICIIOBO-
r'o TIOMCKA 10 aHHOTALIUSM U 3aT0JIOBKaM.

1.2. AHamU3 NOJMHOTEKCTOBBIX KOJUIEKIIUH
JOKyMEHTOB: 3JICKTPOHHBIE KOIHWU KHUT, CTaTew,
xypHanoB (B ¢popmare PDF) npoxoxasar yepes mo-
nynb OCR (onTuueckoe paclio3HaBaHHE CHUMBO-
7oB). CrucTemMa M3BJIEKAET MOJHBIN TEKCT, OUHUINAST
ero ot «apredakToB» CKAaHUPOBAHUS W PazOUBacT
Ha CMBICJIOBBIE ()parMeHThl (YaHKH) AJIS TIIyOOKOro
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ananuza. B mepcnektuBe OynyT pazpaboTaHbl pac-
mwpennasie yukimu Moxyinst OCR mia pacmo3Ha-
BaHMS XUMUYECKUX (POpMyI U peakui.

2. Bexmopuzayus u xpanenue. OparMeHTHI
TEKCTa TMpeoOpa3yloTcsi B LUQPPOBBIE BEKTOPHI
(Embeddings) ¢ momoripio 3HKOAEpOB (Hampumep,
e5-multilingual). OTi BEKTOPHI COXpaHSIOTCS B JIO-
kanpHOU BekTopHOW B/l (ChromaDB), uto mo3Bo-
JSIeT UCKaTh MH(OPMALUIO HE IO KIFOUYEBBIM CIIO-
BaM, a [0 CMBICITY.

st agantandy MOJENd K cenu(uieckomy
SI3BIKY XUMHHU HCIIONB3yeTcs: mexnono2uss LoRA
(Low-Rank Adaptation). 910 yHUBEpCaIbHBIN Ma-
TEMaTUYeCKUH METOoJ, KOTOPbIi, KaKk ObUIO MOKa-
3aHO paHee, B KOHTEKCTE BHU3yalHu3aluy MO3BOJISET
3¢ (eKkTUBHO HACTpamuBaTh HEHpOCeTh 0e3 MOITHOTO
nepeoOyyeHusi. B maHHOM cilyyae TEXHOJIOTHS
npuMeHsieTcsi He K IUGQY3HOHHBIM CIIOSIM, a K
cimossMm BHUMaHHs (Attention) TEKCTOBOTO TpaHC-
¢dopmepa. Bmecto m3aMeHeHUs] MIJUIMApIOB Hapa-
METpPOB OOJIBIION SI3bIKOBOM MOJICNIH, MBI 00y4aeM
TuIe HeOonplnue Marpullbl agantauuu (A4 u B),
BHEZIPSIEMBIE B apXUTEKTypy: W' =W + AW = W +
BA. D10 MO3BOJISET MOIENM NOHUMATh CrelUu(u-
YEeCKyl0 TEPMHUHOJIOTHIO (HampuMep, «peaKius
daBoOpCcKOT0Y»), COXpaHsA MPU 3TOM 00IIHe pede-
BbI€ HaBBIKH, 3aJI0’KCHHBIE B 0a30BOI MoieIN.

3. Cemanmuueckuti nouck (+RAG). Korga
M0JIb30BATENb 33aJaeT BONPOC, CHUCTEMa HAXOAWUT B
BekTopHOHM b/l Hambosee pereBaHTHBIE 3aITUCH JIH-
00 (ecnu TONB30BaTeNh BHIOMpAET CTPOTHHA TOHMCK
1o OnbIHorpadUecKuM IMOJISIM) UIIET ONpesesieH-
HBIE 3aIKCH B peIsIMoHHO 6a3e (PostgreSQL).

4. I'enepayus omeema. HailneHHBIA KOH-
TEKCT TepeaeTcsi B OOJBINYIO S3BIKOBYIO MOJIEIb
(LLM). Ha manHOM 3Tame TakXe HCIIONb3yeTCs
rUOPUIHBIA TOJXOA:

— MPUOPUTET OTHAeTCs JOKanbHbIM Open-
Source MomensM, TakuMm kak LLaMa (Momens
npeacrasieHa X. ToyBpoHoMm u np. B 2023 1. u
SIBJISIETCSI. MOLTHOW OTKPBITOM MOJEJIBIO, AOIyCKa-
foIell KOMMEpUECKOe HCIOJIb30BaHUE U JIOKAb-
HBI{ 3aIyCK Ha cepBepe opranuzauuu) [17];

— anprepHatuBa — APl poccuiickux cepBH-
coB (Coep GigaChat), kyJa OTIPaBIISIFOTCS TOJIBKO
00e3MMYeHHBIE (PparMeHThbl TEKCTA.

5. Bvisoo omeema nonvzosamento. CreHe-
PHUPOBAHHBINA OTBET BBHIBOJUTCS MOJIL30BATEIIO JIU-
00 B BeO-uHTEpQeiice Ha caiite OubIMOTEKH, OO
B TenerpaMM-0ote OMOIHOTEKH.

Takol MoaxoJ rapaHTUpPyeT, YTO Hay4dHbIE
JIaHHBbIC HE TMEPealoTCsl TPEThUM JiuiaM (U 3apy-

OEXHBIM CEepBHCaM), a OTBEThl CHCTEMBI BCeraa
000CHOBaHBI pEATHHBIMA BePUMUIINPOBAHHBIMH
HCTOYHHUKAMH.

[IpenyoxxeHHas apXUTeKTypa 00eCIeunBacT:

— OTCYTCTBHE TaJUIIOUUHALUK (MOJENb He
BBIIYMBIBaET (DaKTHI, a «IOCTACT» MX U3 JOCTO-
BEPHBIX HCTOYHHUKOB);

— 0e30macHOCTh (HayyHbIE IAaHHBIE HUKYIA
HE MepelafoTcs U He 3aBHUCAT OT HHTEPHETA);

— Ha/ISKHOCTH (CHCTEMa MOXKET TPEIOCTABHUTD
CCBUIKY Ha KOHKPETHYIO CTPAaHHILy UCTOYHHUKA).

Ilpumep pabomor cucmemvi. B dpounax [{Hb
XPaHATCS YHUKAIBHBIE TPYIbl CHOMPCKHX YYEHBIX.
OnHako AOCTYN K MX COAEPXaHHIO (OCOOCHHO 3TO
Kacaercs crapbix MoHorpadwuit 1950-x rr.) 3aTpya-
HeH. TpagummonHble Katajoru (Hampumep, B Hp-
Onc64) He TO3BONSIOT C/AENaTh 3alpoc Ha ecTe-
CTBEHHOM s13bIKe. Hampumep, Ha Bompoc «KakoBbl
YCIIOBHSI PEAKIUH CHHTE3a BHHWIOBBIX 3(PUPOB?»
CHCTeMa BBIJIACT OTBET, COPMUPOBAHHBIN M3 MOHO-
rpadun A.E. ®aBopckoro ¢ 0003HaYECHHEM CTpaHH-
Ubl U YCJIOBHI pEaKIMy, a TAKKe C yKazaHWEeM Iiep-
BOHCTOYHHKA U €ro OnOIrorpauueckux JaHHbIX.

MpaBoBble U COLUOKYALTYPHbIE acneKTbl

OnHOl W3 TJIaBHBIX T'YMaHUTAapHBIX 33734
MIPOCKTa SIBIISIETCS OOECICUCHHE COXPAHHOCTH H
MOMYJISIPU3alMY HAyYHOTO Hacjenusi, KOTopoe 3a-
YacTyl CYIIECTBYET TOJILKO B OYMaXHOM BHJIE
WK B BUJIE CKaHOB. MHTe/mIeKkTyanbpHas o0paboTka
MO3BOJISIET «OXKUBUTH» TPYIbl YUEHBIX, CAEIAaB HX
JOCTYITHBIMH IS COBPEMEHHOTO yuTaTens B (op-
MaTe €CTECTBEHHOTO JUaora. JT0 COOTBETCTBYET
nepexory OnOIMoTek Ha IMUQPPOBYIO TpaHchopma-
[UI0, KOTOPBI OTMEYaloT B CBOMX paborax
AJL Ulpaiiéepr u 1H0.B. Bonkoa, yka3biBas Ha
HE00XO0IMMOCTh MHTETpauy ONOIMoTeK B mudpo-
BYIO 9KOCHCTEMY HAYKH.

Buenpenue nomnoousix MH-cucrem tpedyer
ydaera mpaBoBoro moist. S1.JI. llpaiibepr B padore
«ABTOPCKOE NPaBO B OTHOLICHHWU NPOU3BEACHUM,
CO3JIaHHBIX C TIOMOIIBIO MHCTPYMEHTOB TeHepa-
THBHOTO HWCKYCCTBEHHOTO UHTEIUIEKTay (2025)
[15] mogHMMaeT ciaeayroue BOIPOCHI:

—re”epatuBHbli MU co3zpmaer mapanokc:
MIPOM3BE/IEHUE €CTh, a aBTOpa (YEIOBEKa) HET;

— TPaIMIMOHHOE MPaBO OXPaHSET TOJIBKO
PE3yIbTATHI YEIOBEUYECKOI0 TBOPUYECTBA,;

— KOMY TIpUHAJJIe)KaT MpaBa Ha CTEHEPUPO-
BAaHHBIN TEKCT WK H300pakeHue?

A.N. 3eMcKOB pa3BuBaeT TeMy 3THKH, (OKY-
CHpPYSICh Ha MPOOJIEMe «OTKPBITOTO JOCTYIa» M Ka-
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yecTBe HayuHoro koHteHTa [13]. On mpemymnpexna-
€T, YTO €CJIM OMOIMOTEKH HAuHyT MAacCOBO BHEAPSTH
W, oHM pPUCKYIOT pa3MbIThb IIOHATHE aBTOPCTBA.
Marepuansl, co3nannbie ChatGPT, MoryT ObIThH BBI-
COKOT'0 KauecTBa, HO OHH JIUIIEHBI CyObEKTHOCTH.

B npemraraemom B Hacrosmie pabote mpo-
eKTe yKazaHHbIE MPOOJIEMBI PEHIAIOTCS MpPUMEHe-
HUeM M ucnoib3oBaHneM VU He kak «aBTopay, a
KaK «MHTEJUICKTYAJIIBHOIO MHTEpdeiicay K Tpylaam
peanbHbIX YYEHBIX, [IpaBa HA KOTOPbIE 3aIIUIICHBI.

[Ipu uccnenoBannu GeHomeHa «UUPPOBOTO
YTeHUS» W KHIKHOU KyneTypsl [18] orMewaercs,
YTO MBI UMEEM JEJ0 C HOBBIM THUIIOM YHTATEIs.
Menunacpena GopMUpPYET KIUIIOBOE MBIIIICHUEY,
MPUBBIYKY K OBICTpOMY MOTpeOIeHNIO KOHTeHTa. B
atoir cpeae WM-mHCTpyMEHTH (caMMapu3amus,
OTBETHl Ha BOIPOCHI) MOTYT CBhIIPaTh MABOSKYIO
pOJIb: C OJTHOM CTOPOHBI, OHU MOTAKAIOT JIEHHU, 1103~
BOJISIL HE YMTATh KHUTY LEIHWKOM, C APYrod — B
YCIIOBHAX HH(POPMALIMOHHON Neperpy3ku OHHU
CIIy’KaT HaBUTaTOpaMH.

N.B. JIuzyHoBa MOAYEPKUBAET BaKHOCTh
«MEIMAJIOTUYECKOT0 MOAXO0a»: KHUra Tpancgop-
MUpyeTcsi, HO He ymupaeT. OHa CTaHOBUTCS Ya-
CTBIO MYJIBTUMEIUIHOTO MpOoCTpaHcTBa. bubimo-
TeKa MOJDKHA WCrmoib3oBaTh MU, 9TOOBI BEpHYTH
yuTaTensl K IMyOOKOMY YTEHHIO, MCHOJb3Ys TeX-
HOJIOTHH KaK «THU3€pbI», MPOOYKIAIOIINE HHTEPEC
K [IOJTHOMY TEKCTY.

[IpencraBiaeHHBId OPOEKT HHTEILIEKTYaJIbHOM
MOUCKOBOW CHUCTEMBI YUUTBHIBACT ITOT ACIIEKT, e
jarasi TOJIb30BaTeN0 (OCOOEHHO MOJIOAEKH) TpH-
BBIYHBIA (hOpMaT B3aUMOJIEHCTBHA (4ar-00T), KOTO-
PBII CIY>KHT «TOYKOM BXO/Ia» K TITyOOKOMY YTEHHIO
TIOJTHBIX TEKCTOB.

3akAaloueHHue

CuHTE3UpYS TEXHOJIOINYECKHE BO3MOXKHOCTH
W OTHYECKUE PUCKH, MbI (OPMYJIHPYEM KITFOUYEBOMN
npuHIMIT paboTel Oubmmorekn ¢ WU, koropsiid
MOXHO Ha3Bath «lIpasuiom oOubmuomexaps»: U
HYKHO MIPUMEHSTh KaKk HHCTPYMEHT YCUJICHUS, a He
3aMeHbl HHTEJUIEKTYaIbHON JIeSTeIbHOCTH, TpH
3TOM JII000M KOHTEHT, creHepupoBanublii MW, non-
JKeH MMETh MapKHUPOBKY M COIPOBOXIATHCS CCHLI-
Kamy Ha Bepr(DUIMPOBaHHbIC TIEPBOUCTOUYHHUKHI. ITO
MPaBUJIO 3aIUIIAET OOIIECTBO OT HHPOPMALIMOHHO-
ro myma. bubnmmoreka octaercsi mocienHuUM pyoe-
’KOM 0OOpPOHBI UCTHHBI, UCTIOIB3Ys MOIIb HEeHpoce-
Tel IS TTOWCKa, HO OCTaBJIAA 32 YEJIOBEKOM MPaBO
Ha OKOHYATENIbHOE CYX/IEHHE U OTBETCTBEHHOCTD.

B xone mpoBeneHHOTO HCCaea0OBaHMS OBLITH

YCIIEHIHO PEaNr30BaHbl BCE TIOCTABICHHBIC LI U
3a/1aud, HampaBJICHHbIE HAa TpaHChOpManuio Ouo-
JMOTEKH B aKTHBHBIM LIEHTP BEpUUIMPOBAHHOIO
3Hanus B 3m0xy M. OcHOBHBIE pe3yibTaThl pado-
TBI 3aKJIFOYAIOTCS B CIICAYIOIIEM:

1. TeopeTndeckoe 000CHOBaHHE U CHCTEMATH-
3auud. [IpoBeleH KOMIUIEKCHBIA aHAIMTUYECKUI
0030p PBOJIIONMK HEHPOCETEBBIX apXUTEKTYp M HH-
cTpyMeHTOB reHeparuBHoro MU. 3to mozBommio
000CHOBAThH MEPEXO OT KJIACCHMYECKHX CHCTEM IIO-
HCKa K MYJIFTUMOJAILHBIM MOJIEISIM U TIOATBEPAUTD
HeoOxomuMocTh BHenpeHus «IIpaBmina OmbnmoTeka-
ps», tae MU BeICTynaeT MHCTPYMEHTOM YCWICHHS, a
HE 3aMEHBI YeJIOBEUECKOH JeTebHOCTH.

2. Pa3paborka apxutektypbl. CIpOeKTHPO-
BaHa U TEOPETHYECKH OOOCHOBaHA OPUIHMHAJIbHAS
apxutekTypa Dual-Stream Retrieval (aByxmorou-
HBIA TIOMCK), oOOecleurBaromias MapauieIbHYO
00paboTKy TeKcTOBO-OMOIMOrpadudeckol  WH-
(dopmMaunu U CTPYKTYPHBIX JAaHHBIX, YTO IO3BOJIS-
eT 3((EeKTUBHO HUHTETPHPOBATH TPAAUIHOHHEIC
OMOIMOTEYHBIE  KAaTaJIOTH C  COBPEMEHHBIMH
HeHpoceTeBbIMU METOAAMH aHAIN3A.

3. Coznanue MHpPaCTPyKTYpHOro QyHIaMeH-
Ta. J{nst obecriedeHus cyBepeHnTETa JaHHBIX U aBTO-
HOMHOCTH CHCTEMbI ObLI Pa3BepHYT JIOKANBHBIN arl-
MapaTHO-TIPOrPaMMHEIN KOMILIeKe Ha 0aze rpadude-
ckoro nporeccopa NVIDIA RTX 3090Ti. Oto nos-
BOJIMJIO OTKa3aThCsl OT MCIIOJNB30BAHUS 3apyOeyHBIX
00JIaYHBIX CEPBUCOB, TApaHTHPYs OE30MaCHOCTH U
KOH(HICHIMATLHOCTD HAYYHBIX (POHIOB.

4. Peanuzanust KoHBeliepa oOpabOTKH JaH-
HbIX. Pa3paborana meromonorusi ETL-koHBeliepa
(m3Bneuyenue, mpeobOpa3zoBaHue, 3arpyska), BKIIO-
qaom@as mpoleaypbl OYUCTKH TEKCTOB U CETMEH-
TallMy CTPAHMIL C MCIOJIB30BAHHUEM MOJEINEH KOM-
netoTepHoro 3penus. ChopMupoBaH U pa3MeyeH
MWIOTHBIA KOPIYC OLUU(POBAHHBIX JOKYMEHTOB,
npoweamux nepsuuHyo OCR-06paboTky.

5. OxcnepuMeHTanbHas nposepka. IIposene-
HO TECTUPOBaHHME 0a30BBIX OTKPBITHIX S3BIKOBBIX
mogneneit (LLaMA-3, Mistral) B pesxume Zero-shot
evaluation B cBsi3ke ¢ TexHonorueir RAG. Pesynb-
TaThl MOATBEPIAMIN BO3MOXXHOCTH TOYHOTO W3BIIE-
yeHust (akTorpaduueckoit uHGopMaIuK U3 TEKCTOB
[pY HAJIMYUK BepU(PUIMPOBAHHOTO KOHTEKCTa W3
¢oHmOB OHONMOTEKH, UYTO MHUHHMH3UPYET PHCK
«TaJUTIOLIMHALMI HEUpOCeTH.

Bubnunoreka Oyayiiero — 3To He (aHTacTH-
yeckuid «Skynet», nmpuBoasmmii k karactpode, a
CKOpee «MallliHa BPEeMEHU», TIO3BOJISIONIAs BECTH
JIAJIOT C BETMKUMH YMaMH TTPOIILIOTO.
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Co3naHre WMHTEIUICKTYaJbHOW CHCTEMBI B
IIHB MpUX CO PAH mis a3¢dpdekTrBHOTO MOMCKa U
aHAITN3a COJCPKAHUSI HAyYHOW JHTEPaTyphl — 5TO
ar K TOMy, 4TOObI OMONHMOTEKa CTalia aKTHBHBIM
unmennekmyanoHoim yermpom. OObEIUHSS KIaCcCH-
yeckuie (OpPMbI XpaHEHHs 3HAHHA M COBPEMCHHBIC
texHonorun RAG, MbI co3naeM Oapwep Juist HHGOP-
MAIMOHHOT'O IITyMa U 00EeCIIeUMBacM CYBEPCHUTET U
JOCTYITHOCTb OTEYECTBEHHOTO HAYYHOT'O 3HAHWS.

IIpencrasieHnass B paboTe apXUTEKTypa
HEHpOCeTeBOM MoJenu SBIsACeTCS (YyHIaMEHTOM

U CIEAYIOLIEro 3Tama HcclieoBaHuil. B panb-
HEHIIeM IUIAaHUPYETCs ee «I000y4YeHHne» Ha CIie-
LHAAJU3UPOBAHHOM KOPIYCE€ AAHHBIX IO XUMHHU
(Scientific Knowledge Injection). Dto mo3BoauT
MepedTH OT OOIIEro CeMaHTHYECKOTO IOHMCKa K
MYyJIbTUMOJAIBHOMY AHAIN3Y XUMUYECKHUX CTPYK-
Typ U CHUHTE3y OTBETOB C yUETOM CIIOXHOM Ipel-
METHOW TEPMHHOJIOIMH, YTO IMOJIHOCTBIO COOTBET-
CTBYET 3aJjauaM COXPAHCHMsI HAYYHOrO HacleIus B
00JacTH eCTECTBEHHBIX HAYK.
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